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Multimodal Learning Determines Rules
of Disease Development in Longitudinal
Course with Parkinson’s Patients

Andrzej W. Przybyszewski, Stanislaw Szlufik, Piotr Habela
and Dariusz M. Koziorowski

Abstract Parkinson’s disease (PD) is neurodegenerative disease (ND) related to the1

lost of dopaminergic neurons that elevates first by motor and later also by non-motor2

(dementia, depression) disabilities. Actually, there is no cure for ND as we are not able3

to revive death cells. Our purpose was to find, with help of data mining and machine4

learning (ML), rules that describe and predict disease progression in two groups of PD5

patients: 23 BMT patients that are taking only medication; 24 DBS patients that are on6

medication and on DBS (deep brain stimulation) therapies. In the longitudinal course7

of PD there were three visits approximately every 6 months with the first visit for8

DBS patients before electrode implantation. We have estimated disease progression9

as UPDRS (unified Parkinson’s disease rating scale) changes on the basis of patient’s10

disease duration, saccadic eye movement parameters, and neuropsychological tests:11

PDQ39, and Epworth tests. By means of ML and rough set theory we found rules on12

the basis of the first visit of BMT patients and used them to predict UPDRS changes13

in next two visits (global accuracy was 70% for both visits). The same rules were used14

to predict UPDRS in the first visit of DBS patients (global accuracy 71%) and the15

second (78%) and third (74%) visit of DBS patients during stimulation-ON. These16

rules could not predict UPDRS in DBS patients during stimulation-OFF visits. In17
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2 A. W. Przybyszewski et al.

summary, relationships between condition and decision attributes were changed as18

result of the surgery but restored by electric brain stimulation.19

Keywords Neurodegenerative disease · Rough set · Decision rules · Granularity20

1 Introduction21

We have very limited knowledge about brain’s plastic properties and compensatory22

mechanisms related to continuous death of neuron in the Central Nervous System.23

Till now, we did not achieve to construct an artificial NN with a similar to the brain24

compensatory mechanisms. Late diagnoses of the neurodegenerative diseases (ND)25

such as Alzheimer (AD) or Parkinson’s (PD) is side effect of the brain plasticity as26

patients for a decade or two do not notice that cells in their brains are dying several27

time faster than in other people. As a consequence, the first symptoms are diagnosed28

when large parts of their brain are dead and we do not know how to recover dead29

cells. We can only make precise diagnoses of symptoms and in the PD case use30

medication to supplement lack of the neurotransmitter—dopamine.31

Specialized in PD neurologists after many tests and by using their experience can32

implement individually adjusted therapy. However, in many cases therapy should be33

corrected and adjust with the disease development, but doctors have very limited time34

for each patient. Also their tests and approaches to patients may differ and changing35

doctor may lead to confusions and changes in the therapy. We propose to improve36

doctors’ diagnoses by additional more automatic eye movement measurements. In37

addition, data mining and machine learning (ML) procedures based on rough set38

theory may improve prediction of disease development and optimize medications.39

We have developed intelligent methods of symptom classification [1] that are40

similar to that found in the visual system for the complex objects recognition [2].41

A fast and precise object classification in the visual system is possible as certain42

patterns are in-born and others are changing by continuous learning processes (brain43

plastic changes) [2]. Our algorithms follow visual system intelligent approach [2].44

It is important to estimate the disease stage because it determines different sets of45

therapies. The neurological standards are based on Hoehn and Yahr and the UPDRS46

(Unified Parkinson’s Disease Rating) scales. The last one is more precise and it will be47

used in this study. We would like to estimate disease progression in different groups of48

patients that were tested during three visits every half-year. Our method may lead to49

introduce more precise follow up and introduction of the possible internet-treatment.50

2 Methods51

Our data are from 47 Parkinson Disease (PD) patients divided into two groups: (1)52

23 BMT (best medical treatment) patients that were only on medications; (2) 2453

DBS patients on medication and DBS therapies. These went for the Deep Brain54
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Multimodal Learning Determines Rules of Disease … 3

Stimulation (DBS) implantation to the Institute of Neurology and Psychiatry WUM.55

The main indication for DBS are “wearing off’ medication. All patients were tested56

in the following sessions: MedON/MedOFF sessions (sessions with or without med-57

ication). In addition DBS patients were also tested in StimON/StimOFF session were58

DBS stimulation was switched ON or OFF. All combinations gave four sessions:59

(1) MedOFFStimOFF; (2) MedOFFStimON; (3) MedONStimOFF; (4) MedONSti-60

mON. Details of these procedures were described earlier [2]. Tests of different motor61

and non-motor tasks (UPDRS = �I
IV UPDRSi) and neuropsychological tests were62

performed by neurologists from Warsaw Medical University. Fast eye movements63

(EM)—reflexive saccades (RS) were recorded as described in details before [1, 3].64

Each patient sat watching a computer screen and has to follow randomly in delay65

and direction, horizontally moving to the right or the left dot after fixating on the66

starting point in the middle of the screen [3]. These EM tests were repeated ten times67

in each described above session. The following parameters of RS were measured:68

the delay (latency) related to time difference between the beginning of the light69

spot movements and the beginning of the eye movement; saccade’s amplitude in70

comparison to the light spot amplitude; max velocity of the eye movement; duration71

of saccade defined as the time from the beginning to the end of the saccade.72

Detailed procedures and orders of sessions were also described before [1].73

Institutional Ethic Committee at the Warsaw Medical University approved all74

procedures.75

2.1 Theoretical Basis76

Our data mining analysis follows rough set theory after Zdzislaw Pawlak [4]). Our77

data are represented as a decision table where rows represented different measure-78

ments (may be obtained from the same or different patients) and columns were related79

to different attributes. An information system [4] is as a pair S = (U, A), where U, A80

are finite sets: U is the universe of objects; and A is the set of attributes. The value81

a(u) is a unique element of V (where V is a value set) for a ∈ A and u ∈ U .82

We define as in [4] the indiscernibility relation of any subset B of A or IND(B)83

as: (x, y) ∈ I N D(B) or xI(B)y iff a(x) = a(y) for every a ∈ B where the value of84

a(x) ∈ V . It is an equivalence relation [u]B that we understand as a B-elementary85

granule. The family of [u]B gives the partition U/B containing u will be denoted by86

B(u). The set B ⊂ A of information system S is a reduct IND(B) = IND(A) and no87

proper subset of B has this property [5]. In most cases, we are only interested in such88

reducts that are leading to expected rules (classifications). On the basis of the reduct89

we have generated rules using four different ML methods (RSES 2.2): exhaustive90

algorithm, genetic algorithm [6], covering algorithm, or LEM2 algorithm [7].91

A lower approximation of set X ⊆ U in relation to an attribute B is defined as92

B X � {u ∈ U : [u]B ⊆ X}. The upper approximation of X is defined as B X �93

{u ∈ U : [u]B ∩ X �� φ}. The difference of B X and B X is the boundary region of94
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4 A. W. Przybyszewski et al.

X that we denote as BN B (X). If BN B (X) is empty then set than X is exact with95

respect to B; otherwise if BNB (X) is not empty and X is not rough with respect to B.96

A decision table (training sample in ML) for S is the triplet: S = (U, C, D) where:97

C, D are condition and decision attributes [8]. Each row of the information table gives98

a particular rule that connects condition and decision attributes for a single measure-99

ments of a particular patient. As there are many rows related to different patients and100

sessions, they gave many particular rules. Rough set approach allows generalizing101

these rules into universal hypotheses that may determine optimal treatment options102

for an individual PD patient. The decision attribute D is giving a particular object103

(patient’s state) classification by an expert (neurologist). Therefore a decision table104

classifies data by supervised learning (ML) where teaching is related to decisions105

made by neurologist(s). Each raw is an example of the teacher’s decision.106

It is well known that neurodegenerative processes start to accelerate a decade107

or two before the first PD symptoms and these processes are not exactly same in108

different patients. As a consequence, different patients need different treatments. The109

most neurologists use their intuition based on general medical rules and experiences110

to adapt an individual treatment plan. We would like to find rules more precisely111

dependent on an individual patient symptoms but also enough universal to describe112

symptoms of many different patients. Different rules’ granularities (abstraction) are113

similar to complex objects recognition [2] and may simulate association processes114

of an ideal neurologist.115

In our previous works [1, 3] we have divided experimental tests into several116

subsets, learned rules, tested each subset in several terms and averaged precisions117

of our predictions in order to get global precision (classical n-fold approach). In118

present study, we have used data from different treatments and group of patients for119

training and testing. The purpose was to find what are limits of rules that may predict120

symptoms development of patients with different treatments in different disease121

stages.122

We have used the RSES 2.2 (Rough System Exploration Program) [9] with imple-123

mentation of RS rules to process our data.124

3 Results125

All 47 PD patients have mean age of 56 ± 11.7 (SD) years with mean disease duration126

of 8.3 ± 3.7 years and BMT patients (only medication) and DBS patients (medication127

and with implanted electrodes in the basal ganglia, in our case in the subthalamic128

nucleus [3]).129

In the BMT group of 23 patients with mean age of 57.8 ± 13 (SD) years; disease130

duration was 7.1 ± 3.5 years. The second DBS group of 24 patients with mean age131

of 53.7 ± 9.3 (SD) years; disease duration was 9.5 ± 3.5 years (statically significant132

longer disease duration than BMT-group: p < 0.025). These statistical data are related133

to the data obtained during the first visit for each group: so-called BMT W1 (visit134

one) and DBS W1 (visit one).135
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Multimodal Learning Determines Rules of Disease … 5

3.1 Rules for Longitudinal Study in Same Population136

of BMT Patients137

Only on medication—BMT patients were tested in two sessions (session 1: without,138

and session 3: with medication) three times every half-year. In Table 2 are data from139

three patients for the first visit.140

The full table has 23 (subjects) × 2 (sessions) = 46 objects (measurements). In the141

Table 1 are values of nine attributes for three subjects where: P# is the patient number;142

t_dur is the duration of the disease; UPDRS—unified PD rating scale, which is the143

best indicator of the disease stage; PDQ39—PD quality of life test; Epworth—sleep144

disturbances test; there are four parameters describing saccades: SccDur is the mean145

duration of 10 saccades; SccLat is the mean latency of saccades, SccAmp is the mean146

amplitude of 10 saccades, SccVel is the mean velocity of saccades; and S#—session147

number (Table 2). AQ1148

In the next step, using RSES, we have completed reduction and discretization of all149

attributes except of the patient number (see reduct in [1, 3] and Method section). In the150

table below (Table 4) for the same data as Table 3 we have performed discretization151

as range of attributes’ values and reductions marked by ‘*’. Notice that only latency152

of saccades was significant as other parameters of saccades: duration, amplitude and153

velocity were reduced.154

In the first column patient’s number (P#) is symbolic attribute as well as S#155

(session number in the third column) and they are not discretized; in the second156

column is patient’s disease duration divided in two groups longer and shorter than157

9.7 year; in the fourth column is PDQ39—39 questions related to PD quality life158

divided into two groups; the next Epworth sleeping test—two groups; and in the next159

four columns are parameters of saccades, but only the latency was important and160

divided into three ranges; in the last column is UPDRS (decision attribute) divided161

into four ranges. Each row gives a particular rule, e.g. the first one:162

(′ P#′ � 4
)

&
(′t_dur ′ �′′ (−I n f, 9.7)′′) &

(′S#′ � 1
)

&
(′ P DQ39′ �′′ (−I n f, 55.0)′′)

&
(′ Epworth′ �′′ (−I n f, 3.0)′′)) &

(′SccLat ′ �′′ (−I n f, 181.5)′′) ⇒ (′U P DRS′ �′′ (36.0, 45.0)′′) (1)
163164

We can read Eq. 1 that for patient #4 and with disease duration below 9.7 years165

and in session #1 and with PDQ39 below 55 and with Epworth below and with166

saccade latency shorten than 181.5 ms then patient’s UPDRS is between 36.0 and167

45.0. We found with the RSRS help 70 rules with UPDRS decision values in 4 ranges168

e.g.:169

(S# � 3)&
(
P DQ39 �′′ (−I n f, 50.5)′′) ⇒ (

U P DRS �′′ (−I n f, 33.5)′′ [12]
) (2)170

(
t_dur �′′ (−I n f, 5.65)′′) & (S# � 3) &

(
Epworth �′′ (−I n f, 14.0)′′) �>

(
U P DRS �′′ (−I n f, 33.5)′′ [7]

) (3)171172

Both rules (Eq. 2—12 cases, Eq. 3—7 cases) have one condition attribute session173

number (S#) and the same decision attribute limits. A simplified interpretation is that174

if a patient is on appropriate dose of medication (S# = 3) and fulfills some additional175

conditions then his/her UPDRS will be below 33.5.176
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8 A. W. Przybyszewski et al.

Table 3 Confusion matrix for UPDRS of BMT W2 by rules obtained from BMT W1

Predicted

“(36.0,
45.0)”

“(−Inf,
24.0)”

“(24.0,
36.0)”

“(45.0,
Inf)”

ACC

Actual “(36.0,
45.0)”

0.0 1.0 1.0 4.0 0.0

“(−Inf,
24.0)”

0.0 11.0 0.0 0.0 0.65

“(24.0,
36.0)”

0.0 5.0 3.0 1.0 0.5

“(45.0,
Inf)”

0.0 0.0 2.0 18.0 0.78

TPR 0.0 1.0 0.33 0.9

Table 4 Confusion matrix for UPDRS of BMT W3 by rules obtained from BMT W1

Predicted

“(36.0,
45.0)”

“(−Inf,
24.0)”

“(24.0,
36.0)”

“(45.0,
Inf)”

ACC

Actual “(36.0,
45.0)”

0.0 2.0 3.0 3.0 0.0

“(−Inf,
24.0)”

0.0 11.0 0.0 0.0 1.0

“(24.0,
36.0)”

0.0 5.0 1.0 0.0 0.17

“(45.0,
Inf)”

0.0 0.0 1.0 20.0 0.95

TPR 0.0 0.61 0.2 0.87

We have used machine learning and rough set theory [6] in order to predict (con-177

fusion matrix) precision of rules obtained from the first visit W1 to data from the178

second (half-year later W2—Table 3) and the third (one year later W3—Table 4)179

visits.180

TPR: True positive rates for decision classes; ACC: Accuracy for decision classes:181

the global coverage was 1.0 and the global accuracy was 0.7.182

Cross validation (sixfold) of the first visit BMT W1 data gave the global accuracy183

0.896 and global coverage 0.35. TPR for above digitalization were 0, 0.38. 0.56,184

0.44, accuracy: 0, 0.312, 0.625, and 0.5. In this train-and-test procedure we have185

used ML classifier based on the decomposition tree.186

TPR: True positive rates for decision classes; ACC: Accuracy for decision classes:187

the global coverage was 1.0 and the global accuracy was 0.7.188

In BMT (medication only) patients UPDRS increases with time, as medications189

cannot cure the disease. Our predictions are consistent, even with continues disease190

development rules (mechanisms) are the same.191
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Multimodal Learning Determines Rules of Disease … 9

Table 5 Confusion matrix for UPDRS of DBS W1 by rules obtained from BMT W1

Predicted

“(43.0,
63.0)”

“(−Inf,
33.5)”

“(33.5,
43.0)”

“(63.0,
Inf)”

ACC

Actual “(43.0,
63.0)”

6.0 1.0 4.0 4.0 0.429

“(−Inf,
33.5)”

0.0 16.0 1.0 0.0 0.941

“(33.5,
43.0)”

2.0 1.0 2.0 0.0 0.4

“(63.0,
Inf)”

2.0 0.0 0.0 10.0 0.833

TPR 0.6 0.94 0.29 0.71

3.2 Rules for Longitudinal Study Between Different Patients192

Populations193

As mentioned above, the second group of PD patients (DBS patients) was under194

medication and brain stimulation treatments. In the most cases DBS procedure is195

performed in the later stage of PD development, which means that patients have196

larger UPDRS. Therefore, we have obtained rules from the same data as above but197

with higher UPDRS values. The first visit test results from DBS patients (DBSW1)198

were before the electrodes implantation surgery—patients were tested with or without199

medications (Table 5).200

TPR: True positive rates for decision classes; ACC: Accuracy for decision classes:201

the global coverage was 1 and the global accuracy was 0.708, coverage for deci-202

sion classes: 1, 1, 1, 1. Classification was based on rules generated from the reduct203

calculated with genetic algorithm method.204

Notice that there are problems with predicting UPDRS values higher than 63 as205

from tables above (Tables 3 and 4) these values do not appear in the BMT patients.206

TPR: True positive rates for decision classes; ACC: Accuracy for decision classes:207

the global coverage was 0.2 and the global accuracy was 0.78, coverage for decision208

classes: 0.8, 0.11, 0.125, 0.0.209

As in Table 5 BMT group results could not predict UPDRS values above 63 as210

such values are spare in the BMT group.211

TPR: True positive rates for decision classes; ACC: Accuracy for decision classes:212

the global coverage was 0.562 and the global accuracy was 0.741, coverage for213

decision classes: 0.75, 0.528, 0.625, 0.0.214

For DBS W3 group predictions for both UPDSR ranges: high above 63 and also215

(33.5, 43.0) are bad (0). As predictions for the second range were very good (1) in216

DBS W1 and W2 groups, it looks that longer period of stimulation might change217

relationships between different attributes.218
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10 A. W. Przybyszewski et al.

Table 6 Confusion matrix for UPDRS of DBS W2 by rules obtained from BMT W1

Predicted

“(43.0,
63.0)”

“(−Inf,
33.5)”

“(33.5,
43.0)”

“(63.0,
Inf)”

ACC

Actual “(43.0,
63.0)”

4.0 0.0 0.0 0.0 1.0

“(−Inf,
33.5)”

2.0 2.0 0.0 0.0 0.5

“(33.5,
43.0)”

0.0 0.0 1.0 0.0 1.0

“(63.0,
Inf)”

3.0 0.0 0.0 0.0 0.0

TPR 0.67 1.0 1.0 0.0

Table 7 Confusion matrix for UPDRS of DBS W3 by rules obtained from BMT W1

Predicted

“(43.0,
63.0)”

“(−Inf,
33.5)”

“(33.5,
43.0)”

“(63.0,
Inf)”

ACC

Actual “(43.0,
63.0)”

2.0 1.0 0.0 0.0 0.667

“(−Inf,
33.5)”

1.0 18.0 0.0 0.0 0.947

“(33.5,
43.0)”

3.0 2.0 0.0 0.0 0.0

“(63.0,
Inf)”

0.0 0.0 0.0 0.0 0.0

TPR 0.33 1.0 0.0 0.0

In Tables 6 and 7 we have compared predictions based on only medication patients219

(BMT) with DBS patient population when their brain stimulation was ON. We were220

unable to predict UPDRS development when these patients were without stimulation.221

As many rules have patient numbers, global coverage in Table 6 was 20% and in222

Table 7 only 21%, but obtained accuracies were sufficient. It is not the case for the223

data from visits 2 and 3 obtained without electric brain stimulation.224

4 Discussion225

There are standard neurological procedures that are changing every several years (as226

e.g. UPDRS procedures) based on statistical approach for many PD cases and effec-227

tiveness of their treatments. However, different clinical centers may have different228

rules that are also not in the same way interpreted by different neurologists. New229
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procedures, new technologies and data constantly improve PD patients’ treatments,230

but one may still doubt (as some patients do) if the actual procedures are optimal for231

this individual case (for me). We propose to use the data mining and machine learn-232

ing in order to compare different neurological protocols and their effectiveness. But233

still there are several problems related to their precision and objectivities. Probably,234

the best future approach will be to perform all tests automatically, process them with235

intelligent algorithms and to submit results to the doctor for his/her decision. Another,236

more advanced approach that we were testing in this work, would be to create a new237

‘Golden Standard’ for each new case on the basis of already successfully treated238

patients. As each individual has different set of symptoms, it is probably more opti-239

mal to gather data from many different patients with some similarities in symptoms to240

that actually treated subject. Alternative problem is how symptoms are developing in241

time that is another additional challenge. We have demonstrated, in the present work,242

that we can estimate symptoms and their time development (longitudinal course) in243

one population treated in a similar way (e.g. the most popular in PD is only medica-244

tion treatment). This result may give the basic (locally optimal) follow-ups. If patient245

is doing significantly worse then others (rules), his/her treatment is not optimal, and246

should be changed. In the next step, we may use rules obtained from different clinics247

to make them even more universal and optimal. It was the first part of our approach. In248

the second part, we have tested different patient population with different treatments.249

Can we in this case find optimal way of different treatments? The second group of250

patients were in more advanced stage of disease so it was not possible to get 100%251

coverage like in the first case. The second group with longitudinal study had a new252

treatment (brain stimulation) that started from the second visit. We have tested if the253

same treatment in different populations gives similar results. We have covered 50%254

cases and got 64% accuracy (Table 6). In next two visits, patients got two treatments:255

medication (medication ON and OFF) and electric brain stimulation (ON and OFF).256

We have analyzed these treatments as two different sets: (1) StimOFF: medication257

ON and OFF; (2) StimON: medication ON and OFF. As a result, it was not possible258

to get sufficient accuracy in set 1, but we got good accuracy for the set 2—with the259

brain stimulation. Coverage was about 20% (different patients) but accuracy for the260

second visit DBSW2 was 78 and 60% for the second visit. In the future, we may look261

for additional condition attributes in order to improve global accuracy. The reason262

that our rules did not apply to symptoms of patients without brain stimulation was263

probably related to the surgery. Inserting electrodes in basal ganglia (into or near264

STN) may destroy connections between different structures. Functions of these con-265

nections are expressed by our rules, disturbing them destroyed functionality of our266

rules. It is interesting that electric stimulation can revoke our rules again.267

5 Conclusions268

Presented work is a continuation of our previous findings [1, 3], comparing classical269

approach used by most neurologists and based on their partly subjective experience270
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12 A. W. Przybyszewski et al.

and intuitions with the intelligent data processing (machine learning, data mining)271

classifications. We have analyzed two longitudinal studies that have patients in differ-272

ent disease stages and with different treatments in order to predict UPDRS changes273

in time. BMT patients have only medication treatment and more advanced DBS274

group has medication and brain stimulation treatments. We began by finding rules275

for the first visit of BMT group of patients and we have applied successfully these276

rules to match symptoms and treatments of all other visits of BMT patients. We have277

also applied these rules to individual patients belonging to the DBS group. We were278

only successful with prediction of symptoms for patients before surgery, or after279

surgery only when stimulation was ON. Without stimulations, after surgery, rules280

were changed that was probably related to the side effects of the procedure. We have281

demonstrated that the parameters of eye movements and neuropsychological data282

are sufficient to predict longitudinal symptom developments (UPDRS) in different283

groups of PD patients.284

Acknowledgements This work was partly supported by projects Dec-2011/03/B/ST6/03816, from285

the Polish National Science Centre.286

References287

1. Przybyszewski, A.W., Kon, M., Szlufik, S., Szymanski, A., Koziorowski, D.M.: Multimodal288

learning and intelligent prediction of symptom development in individual Parkinson’s patients.289

Sensors 16(9), 1498 (2016). https://doi.org/10.3390/s16091498290

2. Przybyszewski, A.W.: Logical rules of visual brain: From anatomy through neurophysiology to291

cognition. Cogn. Syst. Res. 11, 53–66 (2010)292

3. Przybyszewski, A.W., Kon, M., Szlufik, et al.: Data mining and machine learning on the basis293

from reflexive eye movements can predict symptom development in individual Parkinson’s294

patients. In: Gelbukh et al. (eds.) Nature-Inspired Computation and Machine Learning, pp.295

499–509. Springer (2014)296

4. Pawlak, Z.: Rough Sets: Theoretical Aspects of Reasoning About Data. Kluwer, Dordrecht297

(1991); Springer, pp. 499–509 (2014)298

5. Bazan, J., Nguyen, H.Son, Nguyen, Trung T., Skowron, A., Stepaniuk, J.: Desion rules synthesis299

for object classification. In: Orłowska, E. (ed.) Incomplete Information: Rough Set Analysis,300

pp. 23–57. Physica-Verlag, Heidelberg (1998)301

6. Bazan, J., Nguyen, H.S., Nguyen, S.H., Synak, P., Wróblewski, J.: Rough set algorithms in302

classification problem. In: Polkowski, L., Tsumoto, S., Lin, T. (eds.) Rough Set Methods and303

Applications, pp. 49–88. Physica-Verlag, Heidelberg, New York (2000)304

7. Grzymała-Busse, J.: A new version of the rule induction system LERS. Fundamenta Informaticae305

31(1), 27–39 (1997)306

8. Bazan, J., Szczuka, M.: The rough set exploration system. In: Peters, J.F., Skowron, A. (eds.)307

Transactions on Rough Sets III. LNCS, vol. 3400, pp. 37–56 (2005)308

9. Bazan, J., Szczuka, M.: RSES and RSESlib—a collection of tools for rough set computations.309

In: Ziarko, W., Yao, Y. (eds.) RSCTC 2000, LNAI 2005, pp. 106−113 (2001)310

463324_1_En_17_Chapter � TYPESET DISK LE � CP Disp.:2/3/2018 Pages: 13 Layout: T1-Standard

A
u

th
o

r 
P

ro
o

f

https://doi.org/10.3390/s16091498


U
N

C
O

R
R

E
C

T
E

D
 P

R
O

O
F

Author Queries

Chapter 17

Query Refs. Details Required Author’s response

AQ1 Please check and confirm if the inserted citation of Table 2 is
correct. If not, please suggest an alternate citation. Please note
that tables should be cited sequentially in the text.

A
u

th
o

r 
P

ro
o

f



MARKED PROOF

Please correct and return this set

Instruction to printer

Leave unchanged under matter to remain

through single character, rule or underline

New matter followed by

or

or

or

or

or

or

or

or

or

and/or

and/or

e.g.

e.g.

under character

over character

new character 

new characters 

through all characters to be deleted

through letter   or

through characters

under matter to be changed

under matter to be changed

under matter to be changed

under matter to be changed

under matter to be changed

Encircle matter to be changed

(As above)

(As above)

(As above)

(As above)

(As above)

(As above)

(As above)

(As above)

linking characters

through character    or

where required

between characters or

words affected

through character    or

where required

or

indicated in the margin

Delete

Substitute character or

substitute part of one or

more word(s)
Change to italics

Change to capitals

Change to small capitals

Change to bold type

Change to bold italic

Change to lower case

Change italic to upright type

Change bold to non-bold type

Insert ‘superior’ character

Insert ‘inferior’ character

Insert full stop

Insert comma

Insert single quotation marks

Insert double quotation marks

Insert hyphen

Start new paragraph

No new paragraph

Transpose

Close up

Insert or substitute space

between characters or words

Reduce space between
characters or words

Insert in text the matter

Textual mark Marginal mark

Please use the proof correction marks shown below for all alterations and corrections. If you  

in dark ink and are made well within the page margins.

wish to return your proof by fax you should ensure that all amendments are written clearly




